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Abstract

5G technology is the future of mobile networks, and in different countries, 5G mobile networks are launched. Different use
cases have different requirements for the function and the performance of 5G network. They would require different types
of factors and networks which include data rate, delay and scalability. Those requirements will be met in 5G by using
network slice architecture, which uses network virtualization technology. In this paper, we present network slice
architecture for 5G network, analyze the state-of-the-art 5G network slice, address several network slicing architecture
issues, and highlight some open research questions.

Keyword :Snetwork slice, Management, 5G network.

I. INTRODUCTION
The 5G technology is providing high-speed communication services because it is using millimeter waves to transfer

data from one location to another location. 5G is also supporting many devices because the network speed is very high. It
can be improved by introducing a new architecture, and this architecture is known as network slicing. Network slicing is an
important architectural technology for 5G [1], [2].

Network slicing is the most important concept to realize personalization of mobile networks for users [3].

Basically, logical networks will be virtually representing the 5G single physical network, and each one called network
slice. Every network slice will have specific network functions to provide different services for different requirements.
Network slicing offers better business agility, flexibility, and cost-efficiency

It is challenging to design a robust network slice architecture. Currently, it is found that the full network slice isolation is
not met yet. Full isolation means that each network slice instance has its own function without sharing with the other slices.
Each slice should have its own path for its data traffic and store its data in separate storage or memory without sharing that
with network slice instances.

Currently, the 5G networks are supporting high speed with many numbers of connections. But this speed can be affected
because 5G is going to support 10T devices and these devices are increasing day by day [4]. Thus, the main issue is to
enable 5G networks to behave like multiple slices, and each slice must be working independently.

This paper begins by presenting the key management issues of 5G network slice. Next, the state-of-the-art, including
existing architectures, is discussed in section 2. Section 3 subsequently discusses the existing work relevant to it. Then
network slice architecture model is presented in section 4. Finally, this paper is concluded in section 5.

2. Literature Review:

This section presents a literature review of network slice and the current trends of network slice management. An outline of
recent trends in slice isolation and a set of challenges are presented. There are four main fields within the research area:
network slicing (concept and architecture), network slice challenges, network slice management and orchestration, and
network slice isolation.

2.1 NETWORK SLICING: CONCEPT, USE CAXE, AND SYSTEM ARCHITECTURE:

5G is the fifth generation mobile network which has been designed from the beginning for a broader scope than previous
generations like 4G Long-Term Evolution (LTE) .The key goals for the fifth generation are to provide widespread, high-
speed, high-quality wireless broadband coverage to meet social and industrial needs beyond 2020.

The fifth-generation mobile system will need to support all the connecting devices that benefit from the connection and
support a wide variety of services. It needs to provide the expected capacity, optimize the end-to-end delay and flexibility in
a cost-effective approach. Networks need to cover their entire service coverage areas including challenging locations such
as remote areas, basement, and office buildings. Challenging requirements are expensive to be met in the entire network at
the same time. This includes over 300Mbps of bandwidth, very little latency of just a few milliseconds and provide up to
200,000 devices / km2 with reliability rating of 99,999%. This is the reason for using the concept of Network slice in 5G
mobile network for splitting one physical network into many logical networks. Each logical network (network slice) has its
own service type and properties (Key performance indicator) to meet the required service. This is better than on-size-fits-all
network as the requirements from user equipment (UE) will be distributed to different virtual network slices in order to
satisfy all requirements. A network slice is basically a logical network that provides specific network capabilities and
characteristics. Network slicing helps the operator to build tailored networks in order to provide integrated solutions for
various needs.
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], the author believes that one of the most critical developments in the fifth-generation networks is network slicing. 5 In [
Slicing mechanism allows virtual networks to provide personalized services on request.

By 2020, a wide variety of services and applications will be provided by the 5G mobile networks to meet the connected
], the author believes that in the fifth generation (5G) mobile networks, network 5]. Also, in [7], [6users’ requirements. [
slicing has been considered one of the key technologies. Slicing mechanism allows virtual networks to provide
personalized services on request. The 5G E2E network slicing is seen as a key factor in achieving this challenging goal

]. The 5G technology is going to accommodate many areas of life, but it is the chance, that 10T devices will reduce the 8[
speed of this 5G technology. To overcome this issue and to get more reliable network speed, the network slicing is the
1-9natural solution, because this solution can easily accommodate multiple services [

A network slice is a logical network which provides specific network capabilities and network features to serve a client's
specified business purpose. Network Slicing allows for the development of several virtual networks on top of a single
physical shared infrastructure. A network slice consists of various subnetworks, for example: subnet Radio Access

]. Additionally, network slicing is to use 10Network (RAN), subnet Core Network (CN), subnet Transport Network [
virtualization technology i.e. NFV or SDN Designing, partitioning, organizing and optimizing physical infrastructure
communication and computing resources into multi-logical networks to provide a wide variety of services to connected
]. Each slice will have its own architecture, connected users, packet and signal processing capacity, and is 11users [
customized and configured to provide particular services to particular end user.

. Access roce . Clout noce (edge Scewat) JI Netwoning node -.. Pant of shce

112 the concept of network slice [1Figure.

], the author believes that the reason of having different slices is to provide various services and to ensure a certain 9As in [
shows different types of slices that are customized to meet a specific requirement by 1Fig. form of QoS within the slice.
specific type of application. Like a high-throughput service for smart-phones, a low-rate non-critical service for Internet of
Things (1oT) or Machine to Machine (M2M) communications and a low-latency service for critical real-time
communications.
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], the author shows that different verticals have different requirements and different key performance indicators 13In [
(KPIs).

The Third Generation Partnership Project (3GPP) divided all the areas of operation into four
groups, as follows:

= Enhanced mobile broadband (eMBB), characterized by remarkably high data traffic and bit rate

= Critical communications (CriC), characterized by low latency, ultra-high reliability, high density distribution, and high
precision accuracy

= Massive Internet of Things (mloT), featuring massive numbers of connections in environments with high user density

= Vehicle-to-X (V2X) communications, marked by high reliability, low latency, high speed, and high positioning
accuracy.

Therefore, the current architecture is not able to handle those requirements so there is a need for a novel isolated network
slice architecture to provide functional and operational support.

114 Table.1 5G use cases and their requirements [

Cases Applications Requirements
Enhanced mobile broadband Hologram, high-definition (HD) video, High traffic volume,
access in dense areas (eMBB) user mobile broadband in a stadium high throughput
Small-volume, critical . , High reliability, ms latency,

Robotic control, industry control ;
small traffic volume

High reliability, ms latency,
high traffic volume

communications (s-VCC)
High-volume, critical
communications (h-VCC)

e-Health, virtual reality (VR)

Extreme real-time Autonomous driving, driving Sub-ms latency, mobility,
communications (eRTC) assistant, automotive factory high traffic volume
, . Massive connection,
Massive Internet of Things (mloT) Smart wearables, meters, sensors ‘
low power

As shown in table.1, in 5G mobile networks, there are a wide variety of use case that have different requirements
simultaneously. Therefore, it is impossible to create different physical networks for each of the above use cases due to the
high cost. Hence, network slice plays a significant role in creating different logical network for a wide variety of use cases
using only one physical network.

shows heterogenous 5G use case performance requirements as well as the varied collection of underlying 2Also, Fig.
network parameters needed for a particular category of application

]. 15cases [
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Legend:

T: Throughput

L: Latency

R: Reliability

M: Mobility

A: Availability

E: Energy Efficiency

D: User/device density

MBB

mMTC (massive MTC)

Dense Information Society

Connected vehicles

VR office/factory/tactile

]:16According to recent studies and designs, the network slicing concept is based on the three-layer model [

= Service Instance Layer,
= Network Slice Instance Layer,
=  Resource Layer.

NGMN defines that network slicing concept is consisted of three layers: Service Instance Layer, Network Slice Instance
]:17. [3Layer, and Resource layer. Each of these three layers are described below and shown in Fig.

Service A Service B e Service Y Slice Z —

Service Instance Layer

Slice A Slice B e Slice Y Slice Z

A

Network Slice Instance Layer

Per Service/Slice Management
plane (NMO)

Resource Layer

Figure.3 network slicing management architecture

Network Management and Orchestration
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* Service Instance Layer:

This layer represents end user and business services, that are expected to be provided by the network. Each service is
represented by a Service Instance. Such services may be delivered either by the network operator or by a third party.

* Network Slice Instance Layer:

A Network Slice Instance is a set of (virtualized) network functions that are implemented at resources to allow these
network functions to be run.

The network slice instance provides the network characteristics required by a service instance. Also, the network slice
instance can be shared across multiple instances of service, which a network operator provides. The network slice instance
may consist of none, one or more subnetwork instances shared by another network slice instance. In addition, a network
slice instance may be isolated from another network slice instance in many ways, e.g., full or partial isolation and logical or
physical isolation.

* Resource Layer:

The actual physical and virtual network functions are used to implement a slice instance. At this layer, network slice
management function is performed by the resource orchestrator, which is composed of NFV Orchestrator (NFVO), and of
application resource configurators.

2.2 Network slice management and orchestration:

This section is focused on different trends of network slice management and orchestration at present. In order to make
network slicing models a reality, a significant integration with NFV orchestration systems is required to implement all
lifecycle management frameworks for the slices and the virtualized functions and services they provide. Bellow, we
highlight some existing management architectures and orchestrators used for the 5G network slicing.

], the author presents two layers for managing the network slice. Service management layer that is responsible for 18In [
service operations and Network slice control layer that Provides the abstraction of resources for service management and
manages network slice resource management as well as plane control operations. Fig.4 shows Service management
summary and Slice Monitoring

/\/Crticals,APP/Sm‘vico Providers Service Management \
Service Negotiation Service Creation/Mapping
- e e /Mapping Slice Templates /’Fﬁ
Q& _ eMBB __ Raliability
S 0 A > 0

Service Abstraction

Service to Resource Mapping /

@ Network Slice Controller )

Service
Adjustment

( : o e
(5@ Slice Re-configuration ]

Resource Abstraction

Customer/User
Attachment
e eslicclnstantiation. |

\ Maintenance & Termination Performance Monitoring /

Figure.4 Service management and network slice control
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], The defined management functions for the network slices are the function of communication service 19In addition, in [
management (CSMF) and the function of network slice management (NSMF). The first is used to translate the
specifications of the communication networks into network slice specifications, while the second is responsible for the
control and orchestration of network slice life cycle. Also, the network slicing management and orchestration architecture
(MO) is also introduced in Fig.5 to provide an comprehensive context knowledge of network slicing when the

]. 20requirement of a specific network service is converted to the requirement of a network slice by CSMF. [

o A .-:w::'
-z - e 3= =
network slice 3 (mloT). .:”B—-:——

3GPP network slice 4
ETSI network slice S

NFV-MANO g X “p )
e T A% = P
LY Che y s

It

vinm

Infrastructure/ Phys-cal resources

Fig.5 The MO architecture of network slicing.

], the author presents that Management and Orchestration (MANO) is the management orchestration 21Furthermore in [
feature of Network function virtualization (NFV), which consists primarily of three entities: Virtualized Infrastructure
Manager (VIM), Virtual Network Function Management (VNFM), and Orchestrator. It is mainly responsible for complex
infrastructure configuration and for the functions of the entire network

] states that the use of the single orchestration unit increases complexity and delay. 22The author in [
An integration with NFV orchestration systems is significant to implement all the lifecycle
management mechanisms for the slices and the virtualized functions and resources they include.

To allow for rapid innovation, orchestrators for 5G network slicing are becoming complementary, which is why most of
the existing solutions are open source Many open source orchestrators have been developed to realize the management and
].. Some orchestrators used for the 5G network slicing have 23orchestration of dynamic network slices in 5G networks [
been surveyed below:

2,.2.1 OpenBaton

an open source to Enhance NFV efficiency and ensure overall infrastructure security through the integration of It is
underlying software and hardware architectures, networking, management and orchestration.

OpenBaton offers an external module "Network Slicing Engine," allowing such QoS

configurations to be implemented across resources that belong to the same slice. Additionally, The OpenBaton combines
two separate engines: (1) the auto scaling engine for

scaling operations and (2) the event management engine for network functions dispatch. Fig.6 shows the OpenBaton
].24architecture [
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Figure 6 the OpenBaton framework
2.2.2 ONAP

Open Network Automation Platform (ONAP). ONAP working documents include some guidance (i.e. steps required) for
the description, creation and management of network slices. Also, it Provides a robust framework for real-time, policy-
driven or physical and VNF automation, allowing developers and service providers to automate and support full life-cycle
management of new services. It consists of both VNF and PNF design times at run-time. Fig.7 shows the architecture
].25design of ONAP [

ONAP Architecture

| | Version 4.0.10
- Date: May 16th, 2019
Design | Orchestration & Management Operations
— L
ONAP Operation: =
i€ ONAP

[ VNE 1 1
| validation ynesok Il Portal I O8M Dashboard (viD) Jl Use-case Ut il External APis | Interfaces !

S b S O T Control Loop Policy Service Active & Available Extamal Systarm
(sDC) Automation (CLAMP) Framework | Orchestration (SO) | Inventory (AAI) Register (ESR)
Service/xNF Design ( Microservice Bus (MSB) / Message & Data Routers (DMaaP) O AuthN/AuthZ (AAF)
xNF Onboarding Optimization (OOF,

Design-Time Run-Time Manage ONAP

Shared
Services

Virtual
Function

Infrastructure

SDN Application
Adaptation

Controller Controller

Controller Design Studio
= (SDNC) (aPPC)

DCAE Design Studio

Data Collection
Analytics &
Events (DCAE)

[
Cloud)

Controller

(VFC)

External Systems Third Party Controllers

Network Function Layer VNFs

Hypervisor / OS Layer| OpenStack Commercial VIM | | Kubernetes Public Cloud

Environment

Private Private Public
Edge Cloud DC cloud Cloud

Figure 7 ONAP framework

36
Arab Journal for Scientific Publishing (AJSP) ISSN: 2663-5798



http://www.ajsp.net/

PSP

caalo)lpiull aprellalxoll
Godadl g 2l ) axd)
#2020 — ¥ Gl — 2 1 laa) gl
ISSN: 2663-5798 www.ajsp.net

2.2.3 OSM

Is An open source management and orchestration (OSM) stack that is delivering a production quality open source
Management and Orchestration (MANO) stack along with ETSI NFV information models. The OSM contains the SO, RO
and a configuration manager, and targets commercial NFV network requirements. By using the OSM orchestrate,
automatic insurance and

]. 26DevOps in service chains and 5G network slices are explained in [

]. 27Fig.8 bellow shows the framework of OSM [

Ul-Apps ww| | Dev
P8 ops
IM-NBI
so sc
MON
N2vC RO

Figure.8 OSM framework
2.2.4 CloudNFV

It is an open source platform for implementing NFV- based on cloud computing and SDN in a multivendor environment.
CloudNFV has three main components: the orchestrator, manager, and an active virtualization. The orchestrate directs the
VNF location and the connection between them for a specific service. The manager works with current resources and
manages the information base of the running services. an active virtualization represents The NFs and resources using the
active service and active contract sub-elements.

2.3.5 T-NOVA

T-NOVA leverages the advantages of architecture and SDN cloud management to allow the automated provision,
monitoring, configuration, and efficient operation of Network Function-as-a-Service (NFaaS) in addition to a virtualized 5
G network infrastructure. The T-NOVA consists of two elements, including (1) the Virtualized Resource Orchestrator
(VRO), which is responsible for computing, storing, and networking resources, and (2) a Network Service Orchestrate
(NSO), that preserves network services access lifecycle.

We summarize a wide range of Orchestration technologies in 5G networks. Table.2 shows a summary of them including
each one organization, objective, and technology and management features.
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Table 2. a summary of Orchestration technology in 5G

Orchestrator Technology Organization Objectives Technology Features Management Features
OpenMANO SDN, NFV Telefonica To provide a practical implementation of the NFV MANO  OpeaMANO, OpenVIM, REST API -
reference architecture
0SM (loud networks and ETSINRV MANO with SDN control, mli-ite/mult-VIM capability ~ OpenMANO, OpenVIM, Juju, -
Services OpenStack
OPNFV NFV Linux Foundation  To faciltae the development of mult- vendor NFV OpenStack, OpeDaylght -
solutions actoss various open source ecosystems
ECovP SON/NEV, Cloud and ATRT Software centric network capabilites and automated E2E  TOSCA, VANG, OpenStack, REST-APL  Improved OSS/BSS, service chain,
legacy networks services, policy management
T-NOVA Network services and -~ European Union ~ Nefwork function as a service OpenStack, OpenDaylight O8S/BSS, service lifecycle
Virtual resources
PocBaton [121]  Heterogeneous virtual - FOCUS Enables virtual network services on a modular TOSCA, YANG, OpenStack, Zabbix ~~ Event management and auto-scaling
infrastructures architecture,
(loudiy NV, Cloud Cigaspaces A multicloud solution for automating and deploy TOSCA, OpenStack, Docker, Kubernetes ~ Service chaining, 0SS/BSS
network services data centers.
O NEV and cloud services— TM Forum Monitoring and optimization of Network - Improved 05/BSS
Functions-as-a-Service (NFaaS).
(lovdNFV SON/NFV enabled cloud ~ European Union~ Enables the NFV deployment n a cloud environment ~ OpenStack, TM Forum SID Service chaining and 03S/BSS
services
HP OpenNFy NFV European Union~ An NFY-architecture that allocates resources froman ~ Helion OpenStack -
appropriate pool based on global resource management
policies
Intel ONP SON & NEV Intel Corporation~ Accelerates the adoption of SON and NFV in telecom, — OpenStack, OpenDaylight -
enterprise, and cloud markets,
M-CORD SON, NFV- edge clouds for ~ ON.Lab and Anything as a Service, Micro-services architecture (ONOS, OpenStack, XOS Real-time resource management,
mobile networks partners monitoringfanalytis, service chaining
OPEN-0 SDN, NFV and Cloud Linux Foundation Enable an E2E service agilty across SON, NPV, and legacy ~ TOSCA, VANG, OpenStack, REST-APL,  Improved 0S5/BSS, service chain
networks via vendor-specific data models (e, TOSCA~ OpenDaylight, ONOS, Muli-VNFMMIM  policy management
and YANG)
ExperiaSphere — SDN, NFV & Cloud CIMI Corporation Flexible service model USDL, TOSCA Service events, derived operations

3. Isolation in network slicing

5G mobile networks are expected to deliver a significant digital revolution that will provide unparalleled information-
sharing opportunities to individuals, businesses and governments. The consensus of the industry is that 5 G should be
recognized not only for its state-of - the-art wireless connectivity technology but also for the manner in which it
incorporates cross-domain networks so that operators can provide networks on a consumer basis. In [28], “Each network
slice works independently and virtually represents the end-to-end network, and all slices work simultaneously because of
slicing architecture”.

In [5], the author believes that in the fifth generation (5G) mobile networks, network slicing has been considered one of the
key technologies. Slicing mechanism allows virtual networks to provide personalized services on request. The 5G E2E
network slicing is seen as a key factor in achieving this challenging goal. [29]. The challenge is how to provide very
different types of services and support 5 incompatible 5G core features with a single network infrastructure. The solution is
to create multiple networks customized to each service and main capabilities. The distinction from the current network
model is that each network is a logical network based on a single network infrastructure that is virtualized. Logical network
consists of a collection of network functions chosen for a service and is known as a network slice [30]. A network slice is a
logical network that provides unique network capabilities and network features.
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In [31], where to go from a high-level definition of the service to a practical slice in terms of infrastructure and network
functions is a major challenge for the realization of a network slice. The question of service definition has been described
in the literature, but without satisfactory resolution

. The 5G technology is going to accommodate many areas of life, but it is the chance, that 10T devices will reduce the speed
of this 5G technology. To overcome this issue and to get more reliable network speed, the network slicing is the natural
solution, because this solution can easily accommodate multiple services. In [32] these slices can be controlled by using the
software. In this technique, the networks will be transformed by using the solutions of software-based. For this purpose, the
Software-Defined Network technique is being used. SDN is providing software-enabled virtualization where many virtual
or logic networks can be created. These virtual and software-enabled networks are known as slices of the network. These
slices will be enabled on one network; it means, one network will be divided into multiple logical networks. In [33] this
technique is not new, because on traditional networks VPN is the example of the slice. But slices will be independent
mutually, and all the control and management system of each slice is independent. These slices can be created according to
the requirement or on-demand. This technique can be helpful for different business domains to work on their one slice which
same sharing infrastructure of the networks. In [34] the main requirement of this 5G network slicing is the isolation of all the
slices. Thus, strong isolation is required, where all the slices will be working parallel by sharing the same network
architecture. The isolation must be considered based on the performance of each slice like each slice must provide all the
required services. The performance of isolation is measured in the end to end connections. That’s why in isolation, each slice
must provide the performance according to the specific performance requirements.

In [35] also the isolation of each slice is measured in the form of privacy and security, like if there will be any security
threat or security issue with anyone slice, then this threat to security will not affect the performance of other network slices.
Each slice must be working independently based on defined security measures and security solutions provided for each
slice. In this way, only authorized people can access the slice; the unauthorized access can’t change any configuration of
the slice. That’s why the security impact of each slice must be isolated from other slices. Isolation of each slice also
depends on the management, like every slice must be managed independently because each slice must be working as a
separate network. In [36] 5G network slicing can be configured based on layers, and each layer must be working to provide
isolated services to all the slices. This architecture can improve the overall connectivity of the networks. Because right
now, the complete isolates networking slicing technology is not working, because still, slices of the network depend on the
other slices, that’s why the performance is not according to the requirements. Network slicing architecture is based on the
software because the software will virtually divide the network into multiple slices. The author [1] is stating that the
network slicing can also work for edge nodes and this node can easily offer low latency services to the end-users. The
centralized applications, services and can be shifted towards the edge slices of the network to perform better services. For
this purpose, a complete management model is required to hand over all the services and applications to the edge slices of
the network. In [37], a complete 5G network slicing architecture is proposed and presented based on physical resource
allocation to the virtual slices. This slicing architecture can be implemented in the local area network by introducing
scheduling between all slices. SDN can easily manage all the workings of the resource allocation for central slices because
the management of mobility can be performed by the SDN quite accurately in slicing networks. Also, the designing of
slicing network architecture for the 5G network is based on the control of hardware and infrastructure of software. The
slicing is interconnectivity or interworking between software and hardware. The slices of the network must be sharing the
same network resources, and physical infrastructure will be shared between all slices, but they will be working separately
as an isolated network [37]. The [2] is identifying SDN as a software control because SDN is being used widely for
implementing the slicing in the network and for this purpose the network virtualization is used. In [38], the novel network
slicing mechanism is introduced in 5G networks. There are three-fold involve, in the first-fold, there are 3 layers, the first
layer is introducing the service layer of the network slice, the second layer is introducing the applications and network idea,
and third is being used for the realization of network slicing. This architecture is generic because this architecture can be
used for LTE and 5G as well. This is called novel slicing network architecture. The author [39] is stating that the slicing
networks are providing many advantages. Like slicing, networks will be more flexible as compared to the tradition
networks because network equipment is very costly, and when many slicing networks are the same share hardware, then
the overall cost of the network will reduce. That’s why slicing networking architecture is very strong to provide flexible
services. Table 3 show the comparison of 5G slice modelling approaches [31].

39
Arab Journal for Scientific Publishing (AJSP) ISSN: 2663-5798



http://www.ajsp.net/

ISSN: 2663-5798

PSP

eolollpill durellalaoll

ol s gl ) asl)

£ 2020 — J¥) Cudi — 2 1l

www.ajsp.net

Comparison of 5G slice modelling approaches.
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Resource-driven

Deployment-driven

Slice lifecycle development

+ The entire slice lifecycle management can
be implemented via OSS/BSS extensions
that interact only with the NFVO.

- Modelling everything that needs to run on
the set of slice resources as a standard NS
might be undesired due to complexity of
NSD creation, lack of ETSI NFV expertise,

Aonlavahl

+ Cloud resource orchestrators can be used
for the slice resources management, while
services can be potentially modelled with
less complexity than ETSI-based solutions.
- The absence of linking to NS descriptors
can lead to duplications or incompatibilities
between the slice lifecycle management

or conceptual distance of the deployables

with the ETSI NFV standard.

P

] ion and the NS lifecycle
impl ion

) P

+ The implementation of the slice resource
management can be done outside of the
NFVO (as in the resource-driven approach),
while services deployed on the slice during
its lifecycle are not restricted to be
modelled in a specific way.

- The conformance of the models of the
deployable instances (right part of Fig. 3)
with the resources-related part of the slice
model (left part of Fig. 3) might be
challenging to achieve in complex systems.
This refers mainly to correctly modelling
the weak dependencies of Fig. 3.

Standards alignment

+ Intuitively close to the 3GPP and ETSI
NFV expectations of how a slice data model
should look like.

- Heavily dependent on the endorsement of
ETSI NFV-based modelling of (network)
services.

+ Intuitively close to the Cloud-native way
of modelling resources (e.g., note the
similarity to OpenStack resource types and
hierarchy).

- Structurally disconnected from other
existing standard models.

+ Aligned to Cloud-native standards for the
modelling of resources as well as to 3GPP
and ETSI for the modelling of services.

- Risks incompatibilities with those
standards by having the loosest integration
between the “services part” and the
“resources part”.

Supported standards

+ 100% support of any ETSI NFV-modelled
solution.

~ Support of the deployment of services
modelled based on other standards (e.g.
ETSI MEC or Cloud-native standards) is
possible either with additional efforts or not
at all.

+ Supports the inclusion of any kind of
services in the slice instance.

~ It requires its custom service modelling
even for services that are already modelled
based on other standards.

+ It supports ETSI NFV and ETSI MEC
service descriptors, as well as any other
standard descriptor that can be linked to its
resources representation.

~ It does not support NSs that describe their
(required) “host” resources in a way that
cannot be mapped to any of the slice
resource chunks.

Network sharing
functionality

+ It can be built on top of existing NFVOs.
- All the aspects and the phases of the
network sharing functionality are dependent
on the NFVO and its way of operation.

+ Slice resource sharing is decoupled from
runtime constructs (e.g., service instances),
so that it can be implemented at a
pre-runtime phase and without having to go
into the heavyweight details of NS design.
- Limited flexibility with regard to quickly
building slices by composing off-the-shelf
services from NS catalogues.

+ Slice resource sharing is decoupled from
runtime constructs (as in the resource-driven
approach), while service creation and
instantiation can also be facilitated by an
NFVO and other NFV-related modules such
as NS catalogues.

- Higher complexity during operation due
to the heterogeneity of the models of the
diverse service instances that are deployed
on the slice.

In [40], the slicing networks can provide unified management, where centralized networking services will provide perfect
network control, particularly this logical centralized control is helpful for heterogeneous networks, and the traffic
requirements are controlled by the network according to the demand of the slices. Each slice must have a self-management
and run as a separate network [41], [42]. In [43], the author states that Software-Defined Networking (SDN) and Network
Function Virtualization (NFV) are the main technologies for implementing network slicing.

The author [44] also is stating that the slicing networks are used for simplification of the network operations because network
operators are going to control few centralized networking operations and entities and these few entities are enough to control
the whole network perfectly. In [45], the slicing network architecture is enabling to innovate things, because the functions of
the controller are modified according to the performance requirements of each slice. In this way, the new services and new
functions can be introduced in the core architecture. This whole process can be completed in a few hours because SDMC
apps are providing a controller to modify any service and any function of the slicing network. The [17], the slicing network
can improve the programmability of the network admins because it is allowing to schedule the functions, services, and
selection of the channel. In the way, this architecture is providing inter-slice resources control mechanism as well, this will
help to allocate resources in compliance with users’ requirements. SDMC is also allowing to assign idle resources to the
other slices, and even services of the third party can utilize all the unutilized resources. The way we classify users and ensure
isolation is an open research topic, while the network operator must provide slice / system monitoring APIs for slice life
management. [13]

Author [46] is stating that the slice network architecture is going to face many challenges as well like resource sharing can
be a big issue, because in traditional slicing networks we can add more hardware devices to the network to avoid hardware
constraints. However, in 5G the limited spectrum can cause an issue of limited hardware resources. In RAT (radio access
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technology) the sharing of the spectrum can be a big issue for slicing networks. Sharing constraints like information sharing,
MAC layer sharing, physical resource sharing, and physical layer sharing constraints can be more difficult to manage during
the resource management process. In [47], the author states that the problem of isolation is still less dealt with in the literature,
despite being one of the major research challenges in this area

In [48], the transparency is another big challenge, because the slicing networks will be extended to different countries, that’s
why it could be difficult to manage transparency of the network when the network expands. Unlimited requests of slices will
also cause a big issue because we can’t keep the network architecture to access all requests and if all request is accepted, then
the whole network will go down due to overwhelming requests.

4. Proposed network slice architecture in 5G:

Figure 9 is the network slice architecture model proposed in this paper. As it shows that each slice manger has a slice
manager (SM) with a unique ID. the slice manager is very important to manage all functions and operations of each slice.
In this methodology, each slice must be equipped with a slice manager, because without this slice manager the slice can’t
work independently. the slice manager has a set of network functions to control the data and manage the path. The data
control and path identification or path selection is a basic function of the slice manager because slice manage must control
the data flow and path selection to guide data towards the required destination is required. The idea is that each a user
equipment (UE) is associated with only one network slice instance (NSS).

Also, Provide SDN/ technology for each slice, because the software-defined network can be helpful to manage all the
operations of each slice. If each slice is equipped with the latest SDN, then each slice must work as an entire network.

This model assists to achieve isolation of storage for each slice. data related to a slice will be stored separately from data
used by another slice. In this methodology, the resources are not shared with the other slices. Like each slice must use its
own virtually allocated memory and migrate the data to the slice without interfering with other data.

Base Base
Stations Stations
Slice 1 Slice 2

Slice Slice
Manager @ LI Manager g

© ©

Clients Clients

Figure 9 Network slice Isolation Model
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5. Conclusion and future direction

In this paper, new architecture of network slice in 5G is proposed to achieve the objective of making all slices work
independently without sharing resources with other slices, providing network selection, isolation / separation between
storage network slices, traffic, etc., and a routing system for transmitting end-user data to the network slice. In future, the
next step is using network simulations (eg: OMNET++) to analyze and evaluate the proposed 5G network slicing isolation
architecture in different mobility scenarios.
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